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Abstract

This paper provides an analysis intended to
aid model selection when developing a solu-
tion for an application-specific instance of
authorship attribution. In this work, we
replicate similarity-based methods with In-
tegrated Syntactic Graphs (ISGs) presented
by Gómez-Adorno et al. (2016). We also
examine supervised learning with Support
Vector Machines (SVMs) using a ”locally-
weighted bag of histograms” feature vector,
following Escalante et al. (2011). The aim
of this investigation is to evaluate the per-
formance of both models on a range of cor-
pora with varying characteristics, including
the number of candidate authors, the num-
ber of documents per author, and the con-
tent type of each source. While overall per-
formance was low, a negative trend with the
number of authors is observed, which is not
mitigated by increase in documents per au-
thor. Interesting results are seen when tests
are run on mixed corpora.

1 Introduction
1.1 Motivation
In the past, methods for authorship attribution in nat-
ural language processing research have covered ma-
chine learning approaches (e.g. Escalante et al., 2011),
and similarity-based approaches (e.g. Gómez-Adorno
et al., 2016). These works have demonstrated that
machine learning methods for authorship attribution
can yield higher performance on the same input cor-
pus, when measured in accuracy; however, machine-
learning methods are considered unsuitable when the
number of classes (i.e. authors) in the corpus is exces-
sively high (Koppel et al., 2014).

Given that authorship attribution can have great prac-
tical benefit in fields such as law enforcement or digital
forensics (Stamatatos, 2009), where the pool of poten-
tial authors could be very large, it would be useful to
have a standard for which method - machine learning
or similarity comparison - might serve better based on
the characteristics of the available corpus.

1.2 Hypothesis and Experimental Approach
A review of the literature on authorship attribution
identified two implementations for each approach

which will be replicated in this experiment. For
machine-learning with SVMs, the proposed ”locally-
weighted bag of words” (LOBOW) feature vector was
demonstrated to give high performance on the C10 sub-
set of the RCV1 corpus (Escalante et al., 2011). For
a similarity-based method, the modelling of an author
profile as an integrated syntactic graph (ISG) was de-
scribed by Gómez-Adorno et al. (2016) for the same
corpus and will be used as a starting model instead.

Our investigation into the impact of corpora char-
acteristics covers three main settings: the number of
authors in the corpus, the number of documents avail-
able per author, and the breadth and variation of writing
styles present in the corpus. We rely on the availability
of pre-existing corpora, but also examine model perfor-
mance on corpora collected by scraping online forums.

For each corpus type, there is an intuitive hypothe-
sis that we seek to confirm experimentally. For exam-
ple, one might predict that labelling documents for two
authors would be easier than for fifty authors. Simi-
larly, more documents per author would provide a bet-
ter representation of an author’s writing style, and if the
corpus contains authors with highly distinctive writing
styles it would naturally be easier to distinguish them.
For each experimental conditions, we seek to confirm
or deny the presence of these trends, while comparing
the results of an SVM model against an ISG model.

The findings of this experiment are not highly con-
clusive, but there is a suggestion that characteristics of
a corpus can impact model performance in authorship
attribution. The testing procedure brings light to an-
other dimension of the task that should be considered:
the time cost for training and testing a model. Even if
one model is theoretically more powerful, the cost of
implementation is a necessary consideration in decid-
ing which model to use for a given task, particularly if
subject to constraints in computational power.

The remainder of the report will provide an overview
of related works in Section 2; a description of the
corpora, experimental set-up, and testing procedure in
Section 3; results and evaluation measures in Section
4; and finally, discussion and conclusion in Section 5.

2 Related Works

2.1 Authorship Attribution

The case of authorship attribution can be represented as
a single-label multi-class classification task, in which
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the goal is to automatically identify the author of a
given text from a set of predefined candidates (Statam-
atos, 2009). Usual tasks in text classification strive to
find thematic similarities between texts based on con-
tent, but in authorship attribution the aim is to model a
style of writing independently of context (Escalante et
al., 2011). Because of this, methods for representing
documents in a way that provides information about
writing style are necessary to perform well in author-
ship attribution tasks. Standard machine learning tech-
niques including Bayesian classifiers and neural net-
works have been applied in the past (Escalante et al.,
2011), but Support Vector Machines (SVMs) in partic-
ular are considered one of the best solutions, in main
part due to an ability to handle thousands of features
(Gómez-Adorno et al., 2016). Several previous works
have explored the use of graphical structures to rep-
resent documents for similarity-based approaches to
text classification, but the use of an ISG is most rele-
vant to this experiment due to the general and practi-
cal method for its construction (Gómez-Adorno et al.,
2016). Many relevant papers seem to focus on the idea
of finding the ideal document representation method
for authorship attribution tasks in general. This is use-
ful to our analysis as our goal is to aid model selection
for specific authorship attribution tasks, document rep-
resentation is an important aspect to consider when de-
vising a solution to an NLP problem. The most relevant
papers will be briefly summarized below.

2.2 Integrated Syntactic Graphs

Gómez-Adorno et al. (2016) propose that graph struc-
tures are intuitive ways to represent textual data, and
that shortest path traversal on ISGs could be a good
method for generalizing feature extraction of textual
patterns. An ISG is built using linguistic features over
several domains of language; the goal is to provide
as much relevant and important information as possi-
ble. Patterns found by such a method can be applied
in many different document analysis tasks, including
authorship attribution, and have demonstrated compa-
rable performance to state-of-the-art techniques in the
past (Gómez-Adorno et al., 2016).

2.3 Local Histograms of Character N-grams

In contrast to the emphasis on textual content in the
ISG representation, Escalante et al. (2011) focus solely
on stylistic information conveyed through local his-
tograms over n-grams at the character level. The
locally-weighted bag of words framework (LOBOW)
preserves sequential information, which can be highly
indicative of writing style for certain authors. This
method of text representation outperformed many
state of the art techniques for authorship attribution
tasks, and was reportedly well-performing even in un-
favourable conditions.

3 Experimental Methods

In order to investigate the performance of cosine sim-
ilarity models against machine learning methods, sev-
eral tests were performed repeatedly with both an ISG
parser and a multiclass SVM.

3.1 Model Design

3.1.1 Libraries Used

As per Gómez-Adorno et al. (2016), the ISG parser
was built using the dependency parser provided in the
Stanford CoreNLP library (v.3.9.2) in Java, with fea-
ture extraction relying on the CoreNLP document pre-
processor combined with supporting functions in nltk
(v.3.4.5). For the SVM, a multiclass OneVsRestClas-
sifier provided in sklearn (v0.22) was used to train the
model; feature extraction was done primarily without
library support

3.1.2 Building the ISG Parser

Based on the best-performing model reported in
Gómez-Adorno et al. (2016), the ISG parser imple-
mented for this experiment follows a profile-based ap-
proach, wherein each author is represented by a fea-
ture matrix summarizing linguistic features in various
domains across a set of training documents. Follow-
ing the procedure described by Gómez-Adorno et al.
(2016), the ISG is structured as a tree. Nodes repre-
sent unique word type and part-of-speech, and edges
are tagged with the dependency relation.

For a given author, the ISG is built up iteratively on a
sentence-by-sentence basis, with common nodes being
collapsed into the existing tree. Given a sentence, the
dependency tree is calculated first. For each edge in the
dependency tree, the endpoints are added or combined
with existing nodes to the ISG, and the edge is tagged
with the dependency relation. After all training sen-
tences have been combined, the shortest path from the
root node to every other node in the tree is found using
Djikstra’s algorithm. Each shortest path is used to build
up the feature matrix for a given author: rows in the ma-
trix indicate the endpoint of the path, and columns rep-
resent unique linguistic features including word type,
dependency relation, and part-of-speech tag.

The final component of the ISG model is the
comparison mechanism through a modified cosine
similarity score. The following function provided
in Gómez-Adorno et al. (2016) was used to score
similarity between two feature matrices:

Sim(A,B) =
∑m

(i=1)(

∑|V |
(j=1)

Ai,j ·Bi,j∑|V |
j=1

√
(Ai,j)2

√
(Bi,j)2

)

where A and B are the input matrices corresponding
to documents D1, D2; m is the number of rows in the
matrix shared by A and B; and |V | is the size of the
linguistic feature set.
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3.1.3 Building the SVM
Although training and testing the model itself is trivial
using sklearn, feature extraction of LOBOW is more
complex to implement. Unlike a bag-of-words model,
LOBOW begins by representing a document as a func-
tion x(i,j), where input i ∈ {1, . . . , N} is a posi-
tion in the character sequence and input j ∈ V is a
character-level trigram. The function outputs an ‘add-
δ’ smoothed value of 1 if j is present at i and 0 oth-
erwise (Lebanon et al., 2007); in this experiment the
maximum number of features was limited to 2500 tri-
grams and no preprocessing (e.g. stemming, lemma-
tization, stop word removal) was done. The LOBOW
feature vector preserves sequential information, lost in
the usual bag-of-words, by computing the jth com-
ponent of the vector as

∫ 1

0
x(ceil(tN), j)Kµ,σ(t)dt

(Lebanon et al., 2007). This can be viewed as a sum
across all positions in the document of the product of
the document function Kµ,σ(t) as the smoothing func-
tion. From Escalante et al. (2011), the smoothing func-
tion

Kµ,σ(t) =

{
N(t;µ,σ)

φ((1−µ)/σ)−φ((0−µ)/σ) t ∈ [0, 1]

0 t /∈ [0, 1]

is parameterized by µ to indicate a fixed location in
the document and σ to control amount of sequential
information preserved – as σ → ∞ this reduces to a
bag-of-words.

The secondary component to the SVM model is the
kernel function. The kernel function used for this
experiment is the Eucidean function described in Es-
calante et al. (2011), which computes a Euclidean dis-
tance between the input vectors.

3.2 Experimental Settings and Model Parameters
Several simplifications were made for the sake of test-
ing in this experiment. Unfortunately, the large perfor-
mance cost made it prohibitive to perform an extensive
model selection process. A best effort to experiment
across parameter values on very small data sets was
made, and the full experiments were only run once for
the chosen parameter values.

For the SVM, rather than integrating over all pos-
sible positions during feature extraction, a coarse Rie-
mann sum is computed instead – a step size of 0.1 and
0.05 were both tested, and the kernel positions vector µ
was fixed at two positions located one-thirds and two-
thirds in the document. For comparison, the best set-
tings found by Escalante et al. (2011) fixed µ at 20
locations over the document, but for performance rea-
sons this was infeasible to replicate. The value of σ is
set to 0.2 for all tests following the best setting found
by Escalante et al. (2011). A value of δ = 0.01 was
chosen for smoothing.

For the ISG, small experiments were run using lem-
matized input vs non-lemmatized input. Otherwise, the
same feature set of POS tags, word types, and depen-
dency relations was used for all tests.

3.3 Corpus Processing

There were four primary corpora used for testing in
this experiment. They are referred to as “GB” for the
Project Gutenberg corpus available through nltk, “WP”
for a web-scraped corpus of stories submitted to red-
dit.com/r/writingprompts, “HP” for works of fanfiction
web-scraped from fanfiction.net’s Harry Potter com-
munity, and “Blog” for a subset of the open-source
blogger corpus (Schler et al., 2006). A secondary cor-
pus referred to as “PP” was web-scraped from fanfic-
tion.net’s Pride and Prejudice community. There are
11 authors in GB, 247 authors in HP, 2459 authors for
WP, 840 authors for Blog, and 183 authors in PP. For
each test setting described below, a different random
sampling of authors was drawn from each corpus with
restrictions on the number of documents (sentences)
taken per author, and the minimum size of a document
allowed. Basic text-cleaning (e.g. whitespace strip-
ping, fixing the encoding, sentence segmentation) was
performed on the web-scraped corpora, and the blog-
ger corpus was parsed into an acceptable format from
the original XML files. The corpora were primarily left
unmodified however, due to the possibility for unique
attributes of writing style to manifest in choices such as
punctuation, capitalization, etc.

3.4 Test Conditions

Over the course of testing, the SVM and ISG models
were evaluated for two different conditions on the in-
put corpus: the number of authors (3, 5, 10, and 50),
and the number of documents used per author (20, 50,
100). Preliminary experiments indicated little effect
from modifying document length itself, so this condi-
tion was excluded. The two models were further tested
on specially constructed corpora that mixed documents
and authors across different sources. In the first con-
dition, an equal number of authors (2 or 3 each) were
drawn from the GB corpus and compared against au-
thors from the WP, HP, and Blog corpora. In the second
condition, documents written by Jane Austen in the GB
corpus were extracted to test specifically against docu-
ments written by 10 fanfiction authors in the PP cor-
pus. This test condition used two modes: in the first,
all fanfiction writers were grouped into the same ‘au-
thor’ class and compared against Jane Austen. In the
second, each author was kept separate for a total of 11
authors in the corpus.

The testing procedure for the SVM follows the stan-
dard practice: the input corpus was split into 80% train-
ing data and 20% testing data using sklearn, and after
computing the feature matrix, a classifier model was
trained and scored for accuracy on the reserved test set.

For the ISG, a similar approach was used: after split-
ting the corpus line-by-line into 80% training data and
20% test data, all lines written by the same author were
grouped and passed as input to the ISG parser. Each
test document for the ISG composed of only one doc-
ument, and the output author label was chosen as the
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author profile which had the highest similarity score

4 Results

For each of the tests described above, the primary eval-
uation measure used was accuracy. The score for each
of the test conditions are as follows:

4.1 Number of Authors in Corpus
# of
Authors

GB HP wp Blog

3 0.25(0.25) 0.42(0.33) 0.33(0.50) 0.33(0.33)
5 0.20(0.40) 0.20(0.15) 0.15(0.10) 0.30(0.25)
10 0.05(0.05) 0.12(0.12) 0.10(0.23) 0.12(0.12)

Table 1: SVM % Accuracy for N Authors [20 Docu-
ments per Author]. Cells report accuracy when estimating
the integral using a step size of dt=0.10 vs dt=0.05 as
”0.10(0.05)”.

# of
Authors

GB HP wp Blog

3 0.25 0.42 0.58 0.42
5 0.15 - - -
10 0.10 0.08 0.23 0.05
50 - 0.03 0.04 0.02

Table 2a: ISG % Accuracy for N Authors [20 Docu-
ments per Author]

# of
Authors

GB HP wp Blog

3 0.33 0.23 0.20 0.23
5 0.28 - - -
10 0.09 0.11 0.06 0.15
50 - 0.04 0.04 0.05

Table 2b: ISG % Accuracy for N Authors [50 Docu-
ments per Author]

# of
Authors

GB HP wp Blog

3 0.325 0.41 0.00 0.17
5 0.25 0.30 0.20 0.10
10 0.08 0.00 0.10 0.05

Table 2c: ISG % Accuracy for N Authors [20 Docu-
ments per Author + Lemmatization]

Tables 1 and 2a report the accuracy scores of tests run
with the SVM model and ISG model (trained and tested
as described in Section 3) when the number of authors is
varied in the corpus; tables 2b and 2c reflect some extra
test conditions used on the ISG model. In the data, there
appears to be a fairly strong downward trend in accuracy for
both models as authors increase, implying a negative impact
on both methods. In fact, performance barely surpasses
a random guessing classifier in these tests. Initial goals
included testing the machine learning method for authorship
attribution on a corpus of over 100 authors, but all tests
for more than 10 authors were terminated early due to
excessively long training periods. Some preliminary tests
were done with the ISG model on 100 authors, but the results
- while slightly faster to come - also followed the sharp
decline in accuracy with near-zero scores.

For the extra conditions on the ISG, in the 50 document
case there is an improvement over the 20 document case
for the Gutenberg corpus but a general decline in the other
three corpora. In the lemmatized input case, results seem
fairly consistent in the Gutenberg corpus but not in the others.
There does not appear to be enough consistency in the data to

make a conclusion about the impact of these variations on the
ISG model, and in both cases the relative performance against
the SVM is roughly equivalent.

4.2 Number of Documents in Corpus
# of
Docs

GB HP wp Blog

50 0.20 0.16 0.15 0.10
100 0.28 0.24 0.25 0.17

Table 3: SVM % Accuracy for N Documents per Au-
thor. [N = 50, 10 authors; N = 100, 5 authors]

To accompany the ISG tests with 50 documents, tests
were ran on an SVM model trained with 50 documents
and 100 documents respectively. Here, there is a consistent
increase in performance across corpora when the number of
documents increases. Compared with the same number of
authors on 20 documents reported in Table 1, there is also a
general improvement to SVM performance with more data.
Preliminary testing on document length showed no similar
change in score, but this could potentially be related to the
length-normalization step when extracting LOBOW features.

The observation that the SVM model appears to improve
with more data while the ISG does not seems to be reflective
of the nature of each method: with machine-learning, more
training data provides more opportunity to learn patterns and
make connections. Similarity-based methods, on the other
hand, might experience a smaller beneficial impact in com-
parison.

The training and testing time for these tests spanned
roughly 8 hours from start to completion for the SVM. The
extent to which this is caused by insufficient computational
power is unclear, but it seems evident that there is a sizeable
drawback of increasing corpus size when extra data exists in
the time it takes to train the model.

4.3 11 Authors in a One Vs. Rest Corpus
# of Authors Accuracy
2 0.91
11 0.07

Table 4a: SVM % Accuracy on One vs Rest Corpus
for 11 Authors [20 Documents per Author]
In the 2 author case, documents of 10 authors with 20
documents each are combined into a single ”Wrong Author”
class and compared. In the 11 author case, the documents are
separated back into original author labels.

# of Authors Accuracy
2 0.82
11 0.07

Table 4b: ISG % Accuracy on One vs Rest Corpus for
11 Authors [20 Documents per Author]

In this set of tests, documents written by Jane Austen
were compared with 10 authors who are in theory aiming to
emulate Austen’s writing style. Due to the fact that works
of fanfiction use the same names and settings, there is also
likely to be overlap in lexical features that get recorded by
the ISG. The most interesting observation with these tests is
how wildly the accuracy changes when testing ”one vs the
rest” compared to the standard testing set up. This could in
part be due to the fact that the classifier has a good chance
of guessing correctly at random for only two authors, but
it seems likely that there are other explanations. Further
tests that would have been interesting, given the time, would
include tests varying the identity of the ”one” author, and
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tests where the ”rest” weren’t necessarily related in writing
style to the ”one”.

4.4 N Authors on a Mixed Corpus
# of
Authors

GB + HP GB + WP GB + Blog

2 0.44 0.38 0.31
3 0.46 0.54 0.38

Table 5: SVM % Accuracy on Mixed Corpus for N
Authors [20 Documents per Author]

# of
Authors

GB + HP GB + WP GB + Blog

3 0.25 0.30 0.17

Table 6: ISG % Accuracy for N Authors on Mixed
Corpus [20 Documents per Author]

Legend
GB : Project Gutenberg Corpus(Source: nltk)
HP : Harry Potter FanFiction Corpus (Source: fanfiction.net,
webscraping)
wp : Writing Prompts Corpus (Source: reddit.com, web-
scraping)
Blog : Blog Authorship Corpus (Source: Koppel et al., 2006)

This set of tests aimed to examine performance when
the corpus content was more distributed across writing
styles. A qualitative examination of the four corpora used
shows that documents are fairly easy to classify by their
source (as a human), based on factors like the punctuation,
grammar, and content, with the most violent discrepancy in
writing style existing between the Gutenberg novels and the
Blogger corpus. As a result, equal numbers of documents
were drawn from the corpora pairs above and tests were run.
Performance of the SVM is better than ISG model, although
in general both models’ scores are not significantly different
from the non-mixed corpus case.

4.5 Evaluation Measures
The use of accuracy as an evaluation measure is a simplistic
way to capture the performance of both the SVM and ISG.
The greater the proportion of the test set they accurately clas-
sified, the better they learned how to distinguish authors. Our
focus on accuracy also reflects the choices made in Escalante
et al. (2011) and Gómez-Adorno et al. (2016).

Data beyond accuracy scores were collected during the
testing phase, but are excluded due to space constraints from
this report. Some of this data may help explain the observed
performance measured in accuracy, however. For the SVM,
the precision, recall, F score, and confusion matrix were
saved; for the ISG, the mean and standard deviation of sim-
ilarity scores with candidate authors were saved. In the case
of the ISG, one interesting qualitative observation is that the
standard deviation of similarity scores for each test document
were all generally quite small, as was the difference in scores
between the best scoring and next best scoring candidates.
This implies that there could be a degree of ”goodness” that
is unrepresented by a binary right or wrong measure.

Other evaluation measures could be very applicable to the
authorship attribution case. For example, tests on the one-vs-
rest schema corpus showed by far the best performance across
the corpora and test conditions. As an automatic evaluation
measure, the ability to correctly accept or reject a single au-
thor - authorship verification from a known list of candidates
- might display different trends than seen here. It is also in-
teresting to consider how human evaluation measures could
be used to judge the relative goodness of the SVM vs ISG,
whether through comparing accuracy of a machine model to

a human judge, or by asking humans to score how close an
incorrect machine is to the actual.

5 Discussion and Conclusion
The original intent of this experiment was to replicate the
best-performing ISG and SVM models described in Gómez-
Adorno et al. (2016) and Escalante et al. (2011) respectively,
in order to test their relative performance on a variety of input
data sets and confirm or reject the existence of trends in accu-
racy. To address the first point, the general performance of the
SVM model was not very different from the ISG model under
our test conditions. Unfortunately, our limited ability to prop-
erly test and extend the SVM model means that it is difficult
to draw a strong conclusion about the relative performance of
the two. It may yet be possible that at a more drastic variation
on the parameters of the corpora, greater differences in per-
formance would be seen, but this cannot be inferred from the
test results in this experiment alone. Other test conditions,
such as variation on the length of test documents used for the
ISG, or the maximum size of the vocabulary for the SVM,
would have also helped develop stronger conclusions about
the relative performance of each model.

Regarding the trends in accuracy, the first most salient
point is how low the overall performance was of both models
across all test conditions. There are several possible expla-
nations for this result. In both of these papers, a large range
of parameters were tested and evaluated for the C10 subset
of the RCV1 corpus: for example, the number of kernel posi-
tions and custom kernel function for the SVM, or the use of
different linguistic feature sets for feature extraction for the
ISG. We aimed to use the ”best-reported” settings identified
in these papers, but a preferable approach would have been
to re-tune and verify for each corpus condition how to best
parameterize the models. In our experiments, the lack of ex-
tensive model selection due to constraints of time and compu-
tational power may be one main cause for the comparatively
lower performance across all tests when judged against the
original papers. Despite the overall low scores, there are still
some trends that can be identified, as highlighted in Section
4.

6 Statement of Contributions
All members of Group 1 worked on various aspects of the
project, and multiple teamwork meetings were organized. Al-
bert predominantly worked on data clean up, citations, and
report writing. Irene collected and processed the corpora,
implemented the SVM and ISG model testing, and collected
the raw test results. Furaha’s main contributions were to the
SVM model implementations, along with LaTeX formatting
and writing of the report.
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